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RAID Module
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o HardwareArchitecture-IOP platform
— Independent of microprocessor, bus, or controller type
¢ Firmware-1,0compliant ISM (DDM)
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1,0

Benefits of Design Approach

o Efficientuseof systemresources

¢ Hierarchical RAID s easily configured

¢ Controls physical devices through HDMs

o Capacities nolonger limited by bus configuration

+ Fail-overto protectcachedatais easily implemented
¢ Loadableto any 1,0 compliant IOPs

¢ Shortenstimeto market
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Operating Environment

¢ |IOP - microprocessor, memory
and IO devices
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¢ RAID ISM - high-performance
and fault-tolerance

¢ RTOS-provides APIs

+ HDM-controls physical devices

¢ Coexistswithother|,Ocompliant
DDMs or ISMs



1,0 RAID Data Path

¢ Between shared memory and host memory
or

¢+ Removedshared memory and local shared memory

U

SYSTEM BUS

1,0 1/O Platform A
1,0 1/O Platform B
@ IRTOS [<—RAID DDM
I:SCSI :IBUS | SCSI BUS [
¢ Remote IO bus Cives s ¢ Local IO bus
direct to host o o b3 D4 D5 to host
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10 RAID Memory Modes

¢ System Memory
— Accessibleonly from system bus

+ IOPprivate memory Peer-to-peer memory transfer

— Accessible only s )

by Iocal |OP SYSTEM BUS

¢ Shared Mem Ory 120 10 Platform A 1,0 1/0 Platfo;'m B
- ACC ble by IRTOS [ RAID DDM
system bus,
other |OPs
@ | SCSI BUS |
Remote memory Drives D Local memory
shared to host | & < b3 D4 DS to host
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RAID Read Operation
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RAID Write Operation

HOST MEMORY

HOST BUS
Write Block DMA Request
RAID DDM SHARED MEMORY
v v v l
| ReadBlock | [ writeBlock | | ReadBlock | | writeBlock |
v v v v
l—{ HDM 0 }—l l—{ HDM 1 ’_l
[ scsiRead | [ scsiwrite | [ scsiRead | [ scsiwrite |
|
DATA 1] | 1] IDATA
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